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Abstract The immense increase of computational power in the past decades
led to an evolution of numerical simulations in all kind of engineering applica-
tions. New developments in medical technologies in rhinology employ compu-
tational fluid dynamics methods to explore pathologies from a fluid-mechanics
point of view. Such methods have grown mature and are about to enter daily
clinical use to support doctors in decision making. In light of the importance
of effective respiration on patient comfort and health care costs, individualized
simulations ultimately have the potential to revolutionize medical diagnosis,
drug delivery, and surgery planning. The present article reviews experiments,
simulations, and algorithmic approaches developed at RWTH Aachen Uni-
versity that have evolved from fundamental physical analyses using nose-like
models to patient-individual analyses based on realistic anatomies and high
resolution computations in hierarchical manner.
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1 Introduction

Respiration is an essential physiological functionality of the human organism
and is responsible for supplying the body with oxygen. The airway consists
of the upper and lower airways separated by the larynx. A part of the upper
airway is depicted in Fig. 1. The nasal cavity is responsible for olfaction and
degustation, filtering fine dust from the air as well as moisturizing and tem-
pering the air. Therefore, the air is guided past the lower, center, and upper
turbinates in the left and right nasal cavity before the cavities unite in the
pharynx. Subsequently, the air passes the suppository, oropharynx, epiglot-
tis, and enters the larynx. In the lower airway the larynx is responsible for
phonation which is also supported by the paranasal and forehead sinuses. The
trachea guides the air towards the left and right main bronchus, which con-
tinue to branch out into the bronchioles and finally end with the alveols at the
23rd branching generation.
Obviously, the nasal cavity is indispensable in respiration and a degradation
of only one or few functionalities leads to discomfort or further patholo-
gies [1–3]. Such degradations can be the consequence of, e.g., septum devi-
ations, septum perforations, turbinate malformations, chronic rhinosinusitis,
swollen turbinates, allergic reactions, or adenoids. Surgery is key to alleviate
patient complaints. However, the success rate of rhinological interventions like
functional endoscopic sinus surgery (FESS) [4], septoplasty [5], and turbinec-
tomy [6] is often low due to the unpredictability of the effect of anatomical
changes on the physical properties of respiration and accompanying side ef-
fects [7–10]. To enhance this situation, computational fluid dynamics (CFD)
methods enable to numerically predict the flow in the nasal cavity under vary-
ing respiration conditions pre- and post-surgically for individual anatomies and
pathologies. The integration of such a simulation tool into clinical applications
can finally lead to an enhancement of computer-assisted surgery (CAS) [11] by
allowing on the one hand, to understand the highly complex flow in intricate
nasal geometries and on the other hand, to derive criteria to improve surgery
planning.
Many simulation approaches have been followed to understand the flow in the
human nasal cavity. These approaches can be categorized by the anatomical
models used for the simulations and the applied numerical methods. Hörschler
et al. [12–16], Naftali et al. [17,18], and Finck et al. [19] investigated the flow in
nose-like models. Unlike these studies, the investigations in [20–35] considered
the flow in anatomically correct in-silico models of nasal cavities. In several of
these investigations the Reynolds-averaged Navier-Stokes (RANS) equations
were solved by employing one or several turbulence models [21–23,36] like
the k-ω [37], k-ω shear-stress transport (SST) [38], or the k-ǫ [39] model. It
should be noted that RANS simulations are based on a fully turbulent flow
assumption, whereas the flow in the nasal cavity is mostly in the laminar or
transitional regime [13,19,26]. The application of such computations is often
justified by the value of the Reynolds number which is based on the hydraulic
diameter. This is, however, too rough an indicator for such intricate internal
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Fig. 1: Schematic side and front view of the anatomy of the human nasal cavity.
Inspiratory flow is colored in blue.

flows. Nevertheless, it is fair to state that RANS-based simulations seem to
provide reasonable integral results only under certain conditions since turbu-
lence models were developed for different flow regimes. In contrast, large-eddy
simulations (LES) solve the temporally and spatially filtered Navier-Stokes
equations and make use of subgrid-scale models (SGS) like the Smagorinsky
SGS [40] to model high-fidelity flow structures. Finck et al. [19] and Calmet
et al. [31] used such LES computations to analyze the flow in a nose-like
model of the nasal cavity and in the whole respiratory tract down to the third
lung generation. On the other hand, the simulations in [12–16,20,24–30,32–35]
solved the governing equations directly, i.e., they performed direct numerical
simulations (DNS) which can be assumed to be the most accurate method in
case the mesh resolution is sufficient. From a solution method point of view
the aforementioned investigations made either use of finite element methods
(FEM) [17,21–23,31,33,34], finite volume methods (FVM) [12–16,18,20,29,
30], or lattice-Boltzmann methods (LBM) [19,24–28,32,35].
The developments and progresses presented in this article, which is a summary
of the results presented in [12–16,24–28,35,41], follow the DNS approach. All
methods and results hierarchically and consecutively build up on one another.
That is, findings from simulations using a FVM and LBM for nose-like to real
patient-specific geometries are discussed. For completeness, the discussion of
the results is complemented by experimental findings. The investigations have
been performed within the frame of a research project that was funded by the
German Research Foundation (DFG). This highly interdisciplinary project in-
volved experts from rhinology from the University of Cologne, radiologists
from the University Hospital Aachen, and computer scientists and engineers
from RWTH Aachen University.

This article possesses the following structure. In Sec. 2 the hierarchical
approach for the experimental and numerical methods for the analysis of nasal
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Fig. 2: Principle sketch of the PIV setup and the optical arrangement for
measurements in saggital planes parallel to the septum.

cavity flows are sketched. Subsequently, the results are discussed in Sec. 3
before in Sec. 4 a summary and an outlook are given.

2 Material and methods

This section discusses the experimental setup and numerical approaches for
the investigations of the flow in nose-like and real anatomies. In the following,
the experimental setup will be discussed in Sec. 2.1. In order to simulate the
flow in the human nasal cavity a simulation pipeline has to be traversed. This
pipeline consists of the acquisition of an anatomical model for the simulation
(Sec. 2.2), the generation of a computational mesh (Sec. 2.3), and the numer-
ical simulation (Sec 2.4). These steps will be explained in view of advancing
technical and algorithmic developments. Note that nose-like models that were
investigated in [12–16,19] are referred to as Gnl (see e.g. Figs. 2 and 3a). In-
vestigations in geometries based on real patient data [24–28,35] are labeled
Gr. An example of such a geometry is shown in Fig. 3b.

2.1 Experimental setup

The sketch in Fig. 2 shows the setup for the experimental investigations of the
flow in nose-like models. For the measurements, 3:1 silicone models of the nasal
cavity are generated from rapid-prototyped positive nose models and placed
in a flow loop with water/glycerol as carrier medium. The silicone features a
refractive index which matches that of a volume ratio mixture of glycerol to
water of 55%. The complete model is fully immersed in a squared basin made of
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acrylic glass. At the nostril and the pharynx smooth nozzles are attached that
connect to the container box and to the flow loop. The Reynolds number
is adjusted by adapting the mass flux via a pump. In- and expiration are
realized by switching the flow direction. Fine air bubbles are produced by
the hydrogen bubble technique and used as tracer particles for particle-image
velocimetry (PIV) measurements [42], i.e, particles are illuminated by laser
sheets parallel to the septum and are recorded by a charge-coupled device
(CCD) camera. The laser sheets are generated by a double pulse Nd:YAG
laser. For the measurements 20 saggital and 10 coronal planes with a distance
of 1mm are used. The optical setup corresponds to that employed in [43]. That
is, a CCD-video camera with a resolution of 768 × 512 pixels connected to a
S-VHS recorder is used to capture the flow field at a frequency of f = 25 Hz in
interlaced mode. The video is then frame-by-frame digitized and missing lines
are interpolated. To allow for a sufficient resolution, the measurements are
performed at 5 sections of the model and the results are joined together. For
the reconstruction of the velocity vectors a pixel window of 24×24 pixels with
a window overlap of 25% is used, resulting in a resolution of δx ≈ 1.9 mm. The
flow is laminar and hence, the resolution is sufficient to capture the important
flow features.

2.2 Geometry acquisition

The original data for geometry acquisition stems from computer tomography
(CT) images that provide a three-dimensional density field of a scanned object.
The range of these values is defined via the Hounsfield scale

Ψ =
µm − µw

µw
· 1, 000 HU , (1)

where µm and µw are the weakening coefficients of the biological material and
water. In general, Ψ ∈ [±1, 000] HU and the interface between air and tissue
can be found at around Ψi ∈ [−400,−200] HU .
The CT data Cnl for nose-like models Gnl originated from a silicon cast [44]
and consisted of 300 slices with a 1 mm distance and 512 × 512 pixels in-
plane resolution (see Fig. 3a). Unlike Cnl, the CT data for realistic geometries
Cr originated from patient-specific CT scans and had an out-of-plane and in-
plane resolution of 0.2 mm.
The generation of an in-silico geometry from such CT data follows a defined
workflow. That is, the interface threshold is used to perform a seeded region
growing [45] to segment the CT image into air and tissue volumes. Subse-
quently, the marching cubes algorithm [46] extracts a three-dimensional rep-
resentation of the air/tissue interface. Stair-step like artifacts from the segmen-
tation are later smoothed away in the mesh generation process. Subsequent
developments of a geometry extraction software employ the Medical Interac-
tion Toolkit (MITK) [47], the Insight Toolkit (ITK) [48], and the Visualiza-
tion Toolkit (VTK) [49]. These libraries enable to generate smooth surfaces by
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(b) Real patient CT cross-section and the extracted surface of the nasal cavity.

Fig. 3: Nose-like model and in-silico model of the nasal cavity.

additionally applying a windowed-sinc function smoothing algorithm [50]. Fi-
nally, the extraction pipeline ends with a triangular three-dimensional in-silico
model in stereolithography (STL) format which can be used for generating a
computational mesh. An example of such a geometry and the corresponding
CT data is shown in Fig. 3b.

2.3 Mesh generation

The computational meshes for Gnl were generated using GridPro [51], i.e.,
block-structured contour-aligned meshes with a maximum number of cells on
the order of O(106) were manually created. Depending on the investigation
target, the grids were designed to contain 32-34 blocks and possessed a nested
O-topology with additional blocks underneath the turbinates (for an example
see Fig. 4b). The generation of such meshes is even nowadays difficult and time
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consuming, especially for such intricate geometries like the nasal cavity. A par-
ticular challenge is given by the creation of valid block transitions. As such,
the parallel block-nature of such meshes needs to ensure that grid nodes at
neighboring block-boundaries coincide, not only to obtain numerical stability
but also to avoid the necessity of interpolation. At that time, GridPro could
only generate meshes in serial on computers which held way less memory than
those of today. Obviously, this introduced an upper bound on the number of
possible cells.
Together with an increase of the amount of addressable memory, the mesh
type as well as the method for mesh generation changed in the past decade.
Hierarchical Cartesian meshes were first used in [24] and [52] for the simula-
tion of the flow in the human nasal cavity and lung. Such meshes have the
great advantage that they can be generated fully automatically and that they
allow for easy implementations of moving boundary algorithms and local and
dynamic mesh refinement. The first version of the new meshing tool [53] was
implemented to run in serial. The graph-partitioning library METIS [54] was
employed to subdivide the mesh for parallel computation on a fixed number
or processes n. Finally, n-many files, each for one process, were written to disk
using the NetCDF library [55]. The largest mesh for the simulation of nasal
cavity flows that made use of this method consisted of 134.82 · 106 cells and
featured a grid distance of δx ≈ 0.1 mm [26].
Serial meshing, including domain decomposition and I/O, often required sev-
eral days, consumed a massive amount of process-local memory, and hence
became unsuitable for the realization of high-resolution meshes. Therefore, the
meshing process was reinvented in parallel [41]. The newest mesher writes the
grid data to disk in parallel by using the high performance computing (HPC)
I/O libraries HDF5 [56] or parallel NetCDF [57]. Unlike the serial version,
the number of processors to be employed for the computation is not predeter-
mined by the mesher and a quasi arbitrary number of processes can be used
for the computation. Furthermore, parallel meshing for high-resolution meshes
for large-scale computations can now be generated in a short amount of time
on hundreds of thousands of processes without being bound by memory limits,
e.g., Lintermann et al. [41] generated 78.54 · 109 cells in 47 s on 262, 144 cores
of the IBM BlueGene/Q system JUQUEEN at the Jülich Supercomputing
Centre (JSC) [58]. The JUQUEEN system consists of 28,672 nodes containing
IBM PowerPC A2 CPUs clocked at 1.6 GHz, 16 cores, and 16 GB of RAM.
The overall peak performance is 5.9 PFlops. The biggest mesh generated so
far consists of 640 · 109 cells and its generation took roughly 10 minutes on
the whole CRAY XE6 HERMIT system at the High Performance Computing
Center Stuttgart (HLRS). Before being replaced by the HORNET HPC sys-
tem in 2015, HERMIT consisted of 3,552 nodes containing 2 AMD Opteron
6276 (Interlagos) CPUs, each equipped with 16 cores clocked at 2.3 GHz and
had a peak performance of 1.045 PFlops for 113,664 cores. 3,072 nodes con-
tained 32 GB of RAM, 480 nodes contained 64 GB of RAM. Parallel I/O was
implemented via a Lustre File System (LFS) [59]. In the end, the new mesher
also allows for dynamic load-balancing during the meshing. As such, load-
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Fig. 4: Structured and unstructured meshes of the nasal cavity for a nose-like
geometry Gnl and a geometry Gr which is based on real patient data.
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imbalance is treated by redistributing cells during the refinement. An example
of a hierarchical Cartesian mesh is shown in Fig. 4b.

2.4 Numerical solution of the governing equations

In this section, two different approaches for solving the governing equations of
fluid dynamics are briefly introduced. Both methods are employed in Sec. 3 for
an evaluation of the flow in nose-like and realistic nasal cavity geometries. In
more detail, Sec. 2.4.1 discusses a FVM and Sec. 2.4.2 a LBM. The descriptions
are complemented by the corresponding boundary conditions.

2.4.1 Finite volume method

To simulate the flow in Gnl, the in-house flow solver TFS of the Institute of
Aerodynamics, RWTH Aachen University, has been used. It solves the non-
dimensional compressible Navier-Stokes equations with the total density ρ̃0,
the speed of sound based on the stagnation temperature ã0, and a character-
istic length D̃ as reference values, i.e., the non-dimensional pressure, velocity,
and length are obtained by p = p̃/(ρ̃0ã

2
0), u = ũ/ã20, and l = l̃/D̃. Temporal

integration is performed by a second-order accurate five-stage Runge-Kutta
scheme with central-optimized Runge-Kutta coefficients. The inviscid fluxes
F I
i are split into a convective and a pressure term by the advective upstream

splitting method (AUSM) [60]. The convective expression is reformulated by
inserting the local speed of sound cs

F I
i = F cs

i + F p
i =

Ui

cs







ρcs

ρcsuj

ρcs
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ρ

)
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p∂χi
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, i, j ∈ {1, 2, 3}, (2)

where for a generalized frame of reference χi(xj) the quantities uj and Ui

represent the Cartesian and the covariant components Ui = uj∂χi/∂xj , with
∂χi/∂xj representing the Jacobian transformation matrix. Numerical fluxes
F cs
i on the cell faces in negative and positive directions (denoted by the su-

perscripts ”− ” and ” + ”) are given by

F cs
i =

1

2

[

Ma+i +Ma−i
2

(
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i + f cs−

i

)

+
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2
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]

. (3)

The fluxes f±
i and Mach numbers Ma±i are determined by the interpolated

variables obtained by a monotonic upstream centered schemes for conservation
laws (MUSCL) [61]. For the computation of F p

i , the expression [62]

p± = p±
(

1

2
±

Ma±i
40

)

(4)

is used and for the viscous fluxes a central discretization scheme is chosen.
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Fig. 5: Handling of unsteady boundary condition in the FVM. At a mass flux
of 0 the boundary conditions of the in- and outlet are switched.

Boundary conditions. A no-slip isothermal condition with Twall = T∞ and a
zero pressure gradient normal to the wall are imposed on the wall. Steady state
boundary conditions are based on the equation of Saint-Vernant/Wanzel [63]
leading to an iterative scheme at the inlet

pι =

[

1−
γ − 1

2
p
−2/γ
ι−1 (ρι−1vι−1)

2

]
γ

γ−1

(5)

for iteration steps ι − 1 and ι and γ = cp/cv = 1.4 is the ratio of specific
heats [13]. At the outlet, a static pressure p∞ is prescribed and a sponge
layer prevents reflective behavior. For the simulation of unsteady flow the
outlet pressure p(t) is varied temporally to follow a sinusoidal function. At the
transition from in- to expiration, the in- and outlet boundary conditions are
switched based on the mass flux (see Fig. 5).

2.4.2 Lattice-Boltzmann method

The LBM is part of the Zonal Flow Solver (ZFS), developed at the Institute
of Aerodynamics and in the HPC section of the Jülich Aachen Research Al-
liance (JARA-HPC), both RWTH Aachen University. It solves the discretized
Boltzmann equation with the simplified right-hand side collision term of the
Bhatnagar-Gross-Krook (BGK) approximation [64,65] for particle probabil-
ity density distribution functions (PPDFs) fi for discrete directions i in the
D3Q19 [66] model, i.e.,

fi (x+ ξiδt, t+ δt) = fi (x, t) + ωδt · (feq
i (x, t)− fi (x, t)) . (6)

In this equation the spatial coordinate is given by x, t is the time and δt the
time step, ξi is the discrete particle speed, the quantity ω represents the colli-
sion relaxation factor, and feq

i is the discrete Maxwellian equilibrium distribu-
tion function. The macroscopic variables of the flow are obtained by calculating
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the moments of the PPDFs. The temperature distribution is simulated by a
multi-distribution function (MDF) approach, i.e., by additionally solving

gi (x+ ξiδt, t+ δt) = gi (x, t) +Ωδt · (geqi (x, t)− gi (x, t)) , (7)

where Ω is the temperature relaxation parameter. Note that Ω is dependent
on the Prandtl number Pr = ν/κ, with κ representing the heat conduction
coefficient, while ω is dependent solely on the viscosity ν. Local grid refine-
ment is implemented using the method by Dupuis and Chopard [67] employing
different relaxation times per refinement level.

Boundary conditions. The no-slip wall-boundary condition uses the interpo-
lated bounce-back formulation by Bouzidi et al. [68] which is second-order
accurate. Additionally, body temperature Tb = 309.15 K is prescribed by cal-
culating the equilibrium of gi for a given temperature. Similar to Eq. 5 the
inlet uses the reformulated Saint-Vernant/Wanzel equation for the density in
LBM-notation [26]

ρι =

[

1−
γ − 1

2γ

3

ρ2ι−1

(ρι−1vι−1)
2

]
γ

γ−1

(8)

and a temperature T∞ = 293.15 K < Tb is prescribed. Instead of setting the
pressure at the outlet, a Reynolds number-based adaptive density outflow
boundary condition is prescribed that relaxes the density ρ∞ to reach a target
Reynolds number measured in the outlet plane.

The LBM is well known to have good scalability properties, i.e, simulations
can be performed very efficiently [41] and the implementation of boundary
conditions is straightforward. Furthermore, as already explained in Sec. 2.3,
the use of hierarchical Cartesian meshes brings great advantages. For these
reasons, the transition from the FVM to LBM has been made. Note that all
publications from 2010 onward [24–28,35] employ the LBM for their compu-
tations.

3 Results and discussion

In the following, the experimental and numerical findings using PIV measure-
ments and the FVM (see Secs. 2.1 and 2.4.1) are discussed for the flow in a
nose-like geometry Gnl (see Figs. 3a and 6). Subsequently, the flow in three re-
alistic patient-based nasal cavity geometries Gr = {Ng,Nm,Np} is investigated
by means of LBM simulations (see Sec. 2.4.2). As such, this section presents
the historical and hierarchical evolution from experimental investigations to
those employing low- and high-resolution simulations.
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Fig. 6: Geometry Gnl extracted from CT data. The red lines show the loca-
tions of cross-sections that are used for the analysis of in-plane velocities in
numerical and experimental data.

3.1 Experimental and numerical findings for nose-like geometries

The following discussion is based on the results in [12–16], i.e., a thorough com-
parison of the experimental and numerical findings are presented in Sec. 3.1.1.
Then, the issue of steady vs. unsteady respiration is reflected in Sec. 3.1.2.
Simulations of the flow in the same geometry Gnl are performed, however, two
distinct setups Gnl,1 and Gnl,2 are considered.
The flow solver TFS is used for the simulations and the residuum is reduced
by approximately 14 orders of magnitude. The research project had comput-
ing time at the HLRS and employed NEC SX-4 and SX-6 machines for the
computations.

3.1.1 Comparison of experimental and numerical results

Tab. 1 summarizes the numerical setup for geometries Gnl,1 and Gnl,2. The
Reynolds number Re = Dhvb/ν for Gnl,1 is defined by the hydraulic diame-
terDh = 4A/C at the nostril cross-section, with A denoting the cross-sectional
area and C the corresponding circumference, the nostril bulk velocity vb, and
the viscosity of air ν. In contrast, the Reynolds number for Gnl,2 is based on
the hydraulic diameter at the pharynx. Steady state in- and expiratory flow
simulations for Gnl,1 are based on Reynolds numbers of Re = 1, 560 and
Re = 1, 230, which corresponds to 16.8 l/min and 13.2 l/min. Those for Gnl,2

are set to Re = 500 and Re = 400 defined by the volume fluxes 9.6 l/min and
7.6 l/min. Note that these volume fluxes and Reynolds numbers correspond
to an in- and expiration through both cavities. The according values in Tab. 1
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Table 1: Setups for FVM simulations for steady state simulations in Gnl,1

and Gnl,2 for a single cavity c1 and both cavities c2 for in- and expiration.
The Reynolds number Re is based on the reference length Dh found at the
nostril n or the pharynx p. Furthermore, the corresponding volume fluxes V̇ ,
the mesh size, and the number of blocks for parallel computation are given.

V̇c1 V̇c2 V̇c2

label Re Dh [ml/s] [ml/s] [l/min] cells blocks state

Gnl,1 1, 560 n 140.0 280.0 16.8 450 · 103 34 inspiration

Gnl,1 1, 230 n 110.0 220.0 13.2 450 · 103 34 expiration

Gnl,2 500 p 79.6 159.2 9.6 300 · 103 32 inspiration

1, 000 p 159.2 318.3 19.1 300 · 103 32

1, 170 p 186.2 372.4 22.4 300 · 103 32

2, 500 p 397.9 795.8 47.8 300 · 103 32

Gnl,2 400 p 63.7 127.3 7.6 300 · 103 32 expiration

790 p 125.7 251.5 15.1 300 · 103 32

1, 170 p 186.2 372.4 22.4 300 · 103 32

1, 980 p 315.1 630.3 37.8 300 · 103 32

are labeled by the subscript c2. For simplicity and due to symmetry reasons
numerical simulations in Gnl are however only computed in the left cavity. The
volume fluxes for these configurations carry the subscript c1 in Tab. 1. The
computational meshes for Gnl,1 and Gnl,2 consist of 450 · 103 and 300 · 103 cells
distributed on 34 and 32 parallel blocks.
To validate the numerical analysis, experimental and numerical streamline
patterns are juxtaposed for Gnl,1 in Fig. 7 at expiration in a cross-section mid-
way between the septum and the upper surface of the turbinates [12]. As such,
this velocity distribution is observed in the immediate vicinity of the upper
wall for which in Fig. 7 close-ups is shown. The overall flow pattern shows a
satisfactory qualitative agreement. The experimental and the numerical find-
ings posses one vortex focus, that is located in the immediate vicinity of the
turbinate tip, one source focus and one saddle point next to the upper wall
that belong to a reverse flow regime. The experimental and numerical expira-
tory velocity distribution in four cross-sections of Gnl,2 are shown in Figs. 8a
and 8c [13]. The position of these cross-sections are highlighted in Fig. 6. The
distributions depicted in cross-sections (3) and (4) emphasize that a strong
flow from the region between the upper and lower turbinate through the area
between the lower turbinate and the septum exists. Closer to the nostril, in
cross-sections (1) and (2), a converging flow structure with a separation line
on the septum is determined at almost the same location in the numerical and
experimental findings.
The experimental and numerical results for inspiratory flow in Gnl,2 are shown
in Figs. 8b and 8d [13]. Obviously, there exists a double vortex structure visi-
ble between the lower and upper turbinate in cross-sections (3) and (4). There
is a good qualitative agreement between the computations and measurements
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Fig. 7: Comparison of experimental and numerical results by streamline visu-
alizations in a horizontal cross-section of nasal cavity Gnl [12].

in the cross-section closest to the pharynx. A slight discrepancy occurs in
cross-section (1) since the vortex structure above the lower turbinate is not
observed before cross-section (2) in the experiments whereas the numerical
analysis reveals such a vortical structure already in cross-section (1). When
the less intricate flow region below the lower turbinate is considered, again a
satisfactory correspondence between numerics and measurements is visualized.

To summarize, the results in Figs. 7 and 8 show good agreements between
computational and experimental results in the saggital and coronal cross-
sections. This proves the numerical method and the laminar flow assumption
to yield the proper description of the overall flow structure. However, they do
not allow to infer any information on unsteady flow under cyclic respiration.
Therefore, the results of steady and unsteady simulations are compared next
and the major difference between these states is highlighted. For more details
on these studies, the reader is referred to [12,13].
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(a) Num. results: expiration at Re = 400.
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(b) Num. results: inspiration at Re = 500.
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(c) Exp. results: expiration at Re = 400.

(4)(1) (2) (3)

(d) Exp. results: inspiration at Re = 500.

Fig. 8: Numerical and experimental results of nasal cavity flows in geometry
Gnl,2 for ex- and inspiration at Reynolds numbers Re = 500 and Re =
400. In-plane velocities in individual cross-sections as depicted in Fig. 6 are
shown [13].

3.1.2 Comparison of steady and unsteady flow

The following findings are based on case Gnl,2 for which the Reynolds num-

bers and volume fluxes V̇ for the steady state simulations of inspiration and
expiration are listed in Tab. 1 [14,16]. The unsteady flow simulation covers a
Reynolds number range of 0 ≤ Re ≤ 2900 for inspiration and 0 ≤ Re ≤ 2120
for expiration. The Strouhal number defined by Sr = l̄/(tv̄), where l̄ denotes
the length of an average nostril-to-pharynx trajectory, t the respiration cycle
duration, and v̄ the area- and temporal-averaged flow velocity through the
nasal cavity for an inspiration, is Sr = 0.791. Three respiration cycles were
simulated. The first period is skipped because of its dependence on the im-
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Fig. 9: Juxtaposition of the pressure (loss) vs. the mass flux in numerical
simulations in Gnl,2 and in 4-phase rhinomanometry measurements in pipe-
shaped geometries [14,16].

posed initial flow condition. The second and third period did not show any
difference, which is why the further analysis is based on the second period.

Pressure loss vs. mass flux. In Fig. 9a the unsteady pressure loss as a function
of mass flux is presented by the thick solid line. The pressure loss is defined
by [14,16]

δp =
(

p+
ρ

2
v2
)

nostril
−
(

p+
ρ

2
v2
)

pharynx
(9)

which permits a smooth curve and yields a negative pressure loss at expira-
tion. Fig. 9a clearly shows a hysteresis in the pressure loss. The area between
the upper and lower curve can be interpreted as additional power loss of the
respiration cycle. The expiration phase possesses a higher pressure loss at
large mass fluxes than the inspiration phase. The dash-dotted line represents
a Bezier fit of the averaged unsteady pressure loss over the mass flux. The
shape of this line is in good qualitative agreement with the pressure curves
presented in [70]. The results of steady state flows at several Reynolds num-
bers are given by the crosses. It is evident that there is an excellent agreement
between the averaged unsteady and the steady state results. This makes sense
since the steady state represents a Strouhal number limit of zero in which
case the unsteady thick solid line will approximate the thin solid curve of the
Bezier fit. The lower the Strouhal number the less hysteresis will occur. Also
note that when the mass flux decreases in the inspiration and expiration phase
the unsteady results are closer to the steady state solution. This observation
will be discussed in the following.
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Fig. 9b shows distributions of the static pressure vs. mass flux based of 4-
phase rhinomanometry measurements [69]. A pipe-shaped nose model having
a diameter of d = 6 mm and a length of l = 100 mm is used at 44 and 88
respiration cycles per minute. The lower respiration frequency is illustrated
in quadrant I and III and the higher frequency in quadrant II and IV. The
measurements confirm two major results discussed above. First, the shape of
the distribution visualizing the fact that at high Reynolds numbers or in
other words, at high mass fluxes the nasal cavity flow can be assumed steady.
Second, the tendency to reduce the hysteresis at lower frequencies. This trend
has been described above when the steady state simulations have been dis-
cussed.
The further analysis is based on comparisons of Re = 500, Re = 1, 170 at in-
spiration and Re = 400, Re = 1, 170 at expiration. The results for Re = 1, 000
and Re = 790 are similar to those at Re = 1, 170 which is why they are
skipped in this analysis. At Re = 2, 500 and Re = 1, 980 steady and unsteady
flow results coincide since there is hardly any hysteresis at such high mass
fluxes. Therefore, these results are not addressed in the following discussion.
Due to the hysteresis the steady state results are compared with unsteady find-
ings having the equivalent intermediate Reynolds number. To enable a direct
comparison analogous scales are used for the steady and unsteady results.

Wall-shear stress. In the following, the non-dimensional wall-shear stress τw,
i.e., the skin-friction distributions are compared for steady and unsteady com-
putations [14]. This quantity can be considered to indicate through high values
areas endangered of dryness of the mucosa, irritations, and inflammations. The
wall-shear stress is computed by the tangential velocity component at the wall-
nearest computational cell vt divided by the wall distance δxw and multiplied
by the dynamic viscosity η, i.e., τw = η · vt/δxw. Note that in the following
the time labels t1 and t2 correspond to increasing and decreasing mass fluxes
at unsteady in- or expiration.
All solutions presented in Figs. 10 and 11 possess high wall-shear stress in the
region of the nasal valve and the tip of the lower turbinate and lower septum
spur. In other words, the flow in the sudden expansion area at the nasal valve
does not strongly depend on the temporal changes of the respiration cycle.
This is different when the entire surface is considered. At inspiration, an area
of high skin friction can be observed on the upper turbinate. The extent of
this area undergoes a large variation from covering the complete lower edge
at the steady state solution at Re = 1, 170 and the distribution for the un-
steady computation at Re(t2) = 1, 170 to the non-existence of this area for
the unsteady solution at the increasing mass flux at Re(t1) = 500. Further-
more, there is also high wall-shear stress in the olfactory region for the steady
and unsteady solutions at Re = 1, 170, Re(t2) = 1, 170, and Re(t2) = 500.
Again, the best match occurs between the steady and unsteady solutions at
Re = 1, 170 and Re(t2) = 1, 170, whereas the worst match is obtained for
the steady and unsteady solutions, i.e., at Re = 500 and Re(t1) = 500. At
expiration shown in Fig. 11 the area of high τw on the lower edge of the upper
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nostril

inflow

pharynx

(a) Steady inspiration at Re = 500.

nostril

inflow

pharynx

τw
2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

(b) Steady inspiration at Re = 1, 170.

nostril

inflow

pharynx

(c) Unst. inspiration at Re(t1) = 500.

nostril

inflow

pharynx

(d) Unst. inspiration at Re(t1) = 1, 170.

nostril

inflow

pharynx

(e) Unst. inspiration at Re(t2) = 500.

nostril

inflow

pharynx

(f) Unst. inspiration at Re(t2) = 1, 170.

Fig. 10: Comparison of the wall-shear stress τw for steady and unsteady inspi-
ration at Re = {500; 1, 170} [14].

turbinate is not observed. It is interesting to note that the overall resemblance
of the wall-shear stress distributions between the steady state and unsteady
results is definitely better for the expiration than for the inspiration phase.
That is, the near-wall flow field seems to be less susceptible to cyclic changes
at expiration than inspiration.

In brief, a detailed analysis of the unsteady respiration cycle through a
nose-like model of the human nasal cavity was performed at Sr = 0.791.
The comparison of the steady state and unsteady solutions showed the major
differences to occur at increasing mass flux. At decreasing mass flux only small
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Fig. 11: Comparison of the wall-shear stress τw for steady and unsteady expi-
ration at Re = {400; 1, 170} [14].

discrepancies between the steady and unsteady findings were observed. Near
transition between inspiration and expiration, i.e., at small mass fluxes the
unsteady results are fundamentally different from the steady state solutions.
However, at high mass fluxes the characteristic features of the nasal cavity
flows are well captured by the steady state solutions. From this analysis, it
could be stated as a rule-of-thumb that at Sr . 0.8 it is appropriate to assume
the nasal cavity flow to be steady if the Reynolds number satisfies Re > 800.
For more details on the effects of unsteadiness, analyses based on pressure loss
along streamlines, streamline distributions, and normalized near-wall velocity
vectors at in- and expiration, the reader is referred to [14–16].
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3.2 Classification of anatomically correct nasal cavities

The LBM is used to simulate the steady flow in three anatomically correct
nasal cavity geometries Gr = {Ng,Nm,Np} that have previously been ex-
tracted from CT data [26]. The subscripts “g”, “m”, and “p” represent nasal
cavities which were previously classified as good, medium, and poor. This
classification is based on a personal evaluation of the patient, who filled out a
quality of life questionnaire to determine the rhinosinusitis disability index [71],
and on a validation of rhinologists. Nasal cavity Ng represents a reference case
and is considered almost healthy, i.e., it suffers only from a somewhat narrow
left nasal cavity channel. In contrast, Nm suffers from a septum deviation and
from swollen lower and center turbinates inhibiting effective respiration. Con-
figuration Np represents a pathological case after surgery, in which on the right
side the lower and on the left side the center turbinate have been removed,
leaving a large orifice to the left paranasal sinus. Furthermore, the patient
suffers from a septum perforation. The surgery aimed at enhancing the respi-
ratory capability of the nasal cavity, however, without taking into account the
impact on other physical mechanisms like heating.
The discussion of the results focuses on the pressure loss, vortical structures,
the wall-shear stress, and the temperature and heat-flux distribution. The
pressure loss can be considered a measure for the mechanical energy loss of
inhalation, i.e., to characterize respiratory efficiency. It is a good indicator
of comfortable breathing and can be beneficial in pre-surgical analyses. The
streamline behavior is analyzed to better understand the mixing processes and
flux distribution at inspiration. Accelerated flow found at restricted channels
may give surgeons a hint on what causes an energy loss and hence, helps to
determine loci for surgical interventions. Furthermore, potential areas of ir-
ritation and inflammation are detected by the wall-shear stress. Finally, the
temperature increase and the heat-flux distribution indicate how efficient the
heating capability of the nasal cavity works. This is of special interest, e.g.,
in cases where large-scale anatomical modifications that decrease the overall
surface area of the nasal cavity might lead to a reduced heating capability and
hence, to post-surgical discomfort. Tab. 2 summarizes the simulation setup for
the different cases. The Reynolds number is based on the hydraulic diameter
at the pharynx cross-section Dh, the bulk velocity vb at V̇ = 250 ml/s, and
the kinematic viscosity of air ν. Note that all subsequent simulations are based
on Reynolds numbers Re > 1, 100 and hence, according to the findings pre-
sented in Sec. 3.1.2, it is sufficient to consider steady flow.
The computations were performed on the Cray XE6 HERMIT of HLRS Stuttgart.
Considering the mean velocity in the nasal cavity, it takes approximately
tc = 5 · 105 iteration steps to cover the distance from the nostrils to the
pharynx. Therefore, the initialization and averaging time consist of tc,1 = 4 · tc
and tc,2 = 12 · tc iteration steps such that convergence and meaningful statis-
tics are obtained. A grid dependence study shows that a resolution on the
finest level of δx = 0.1 mm resulting in meshes consisting of O(1006) cells is
sufficient. The simulations were run on 2,048 HERMIT cores and took approx-
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Table 2: Summary of the simulation setup for the three nasal cavities Gr =
{Ng,Nm,Np}. The Reynolds number Re is based on the reference length
Dh found at the pharynx p, the volume flux of 250 ml/s, and the viscosity of
air.

label Re Dh V̇ [ml/s] no. cells cell res. [mm]

Ng 1, 597 p 250.0 134.82 · 106 101.47 · 10−3

Nm 1, 157 p 250.0 92.6 · 106 93.569 · 10−3

Np 1, 877 p 250.0 112.76 · 106 86.626 · 10−3
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Fig. 12: Non-dimensional total pressure loss and temperature increase in the
three nasal cavity configurations Gr = {Ng,Nm,Np} [26].

imately 125 hours. The interested reader is referred to [26] for further details
and findings.

3.2.1 Pressure loss

The specific non-dimensional total pressure loss δp (see Eq. 9) between the left
and right nasal cavity and the pharynx of the geometries Ng, Nm, and Np is
considered to evaluate the respiratory efficacy of nasal cavities. In Fig. 12a the
values of δp are juxtaposed for each side and nasal cavity. It is evident that the
lowest pressure loss appears on both sides of nasal cavityNp which is due to the
surgical removal of large portions of the turbinates in this configuration. The
pressure loss of Ng is slightly increased, especially on the left side which suffers
from slightly swollen turbinates. Unlike Np and Ng, swollen turbinates and a
septum deviation in configuration Nm lead to a strong increase of the pressure
loss and hence to a reduced respiration efficacy and strenuous breathing.

3.2.2 Vortical flow structures

In what follows, the mixing process and corresponding flow structures in the
various geometries are analyzed by streamline considerations.
The analysis of the streamlines colored by the velocity magnitude in the side
views of configuration Ng (see Fig. 13a) substantiate the flow in the left cavity
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Fig. 13: Streamlines in the the various nasal cavity configurations Gr =
{Ng,Nm,Np}. The streamlines are colored by the non-dimensional velocity
v = v̄/v̄max, where v̄max = 6.5 m/s [26].

to be uniformly distributed. However, the major flux in the right cavity is
located in the region of the lower and center turbinate. The low velocity in the
left cavity leads to a homogeneous distribution of the flow that is increased in
velocity at the end of the turbinates. Unlike the streamwise velocity gradient
in Np and Nm the acceleration of the fluid into the pharynx is small.
The illustrations shown in Fig. 13b evidence accelerated flow near the nostrils
in the nasal valve of configuration Nm. Downstream of the nasal valves the
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flow is homogeneously distributed in both nasal cavities. On the left side the
flow is split by the lower turbinate, to some extent directed through the small
lower channel, and thereby accelerated. Mixing jets dominate the exit region
of the turbinate channels and lead to a production of unsteady frequently shed
secondary flow structures.
The streamlines in Fig. 13c verify the missing left center turbinate in the
nasal cavity Np to exceptionally impact the overall flow structure. Like in
Nm, the flow is accelerated near the nostril in the nasal valve leading to a
jet which is guided towards the back of the nasal cavity. There, it impinges
on the tissue and performs a clockwise rotation about the streamwise axis.
This way, a recirculation zone is formed. The bulk flow is deflected towards
the pharynx, where the left and right cavity merge. The anatomical shape
of this region leads to a rotation of the flow about the streamwise axis. The
left side and top views show the fluid to enter the left paranasal sinus and to
form a slow rotating vortex. Finally, the fluid is accelerated by the converging
channel in the pharynx. A septum perforation in the region of the missing
lower turbinate leads to a mass transfer across the septum and to a slowly
tumbling recirculation zone (Fig. 13c).

3.2.3 Wall-shear stress

The non-dimensional wall-shear stress distributions τw = τ̄w/max{τ̄w,{g,m,p}}
of the configurations Ng, Nm, and Np with the overall maximum wall-shear
stress value max{τ̄w,{g,m,p}} are shown in Fig. 14. The juxtaposition of the
different cases underlines that Ng has a smoother τw distribution than Nm

and Np, i.e., only some local maxima are observed in regions of converging
channels on the left side close to the nostril and in both cavities upstream of
the pharynx entrance.
In contrast, configuration Nm suffers from regions of high wall-shear stress
which is due to the overall smaller channel diameters that lead to higher mean
flow rates at comparable mass fluxes. In more detail, the smaller cross-section
close to the nostrils, i.e., at the nasal valve, leads to a local maximum. Fur-
thermore, a swollen lower turbinate and a strong septum deviation result in
high wall-shear stress in the right nasal cavity. On the left side, accelerated
by the nasal valve, the fluid impinges on the lower turbinate which causes a
locally high τw distribution. At the pharynx, where the flow from both sides
merges into a mixing zone, a region of high wall-shear stress is produced. The
overall maximum is reached at the back of the pharynx, where the fluid is
guided downstream to the larynx.
Similar to Ng and Nm, the flow in configuration Np is accelerated in the nasal
valves which leads to local wall-shear stress maxima. On the left side, down-
stream of the large orifice to the paranasal sinus (see Fig. 14c), the interaction
of the fluid with the outer back wall causes increased τw. The center turbinate
has surgically been removed and a wide opening to the paranasal sinus ex-
ists on this side. As such, the jet emerging from the nasal valve is directly
guided against the nasal cavity wall which causes the increased τw distribu-
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Fig. 14: Wall-shear stress distribution τw for the various nasal cavity configu-
rations Gr = {Ng,Nm,Np}. The paranasal sinus have been removed for better
visualization [26].

tion. The septum perforation leads to a mass flow from the left to the right
nasal cavity and experiences an elevated τw. On the right side, the converg-
ing channel in the region of the center turbinate is dominated by increased
wall-shear stress. Further downstream, a ring of high τw is formed due to the
converging-diverging channel geometry. However, the highest wall-shear stress
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Fig. 15: Heat flux distribution q̇ for the various nasal cavity configurations
Gr = {Ng,Nm,Np}. The paranasal sinus have been removed for better visu-
alization [26].

is again determined further downstream in the pharynx due to the accelerated
flow.
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Table 3: Minimum and maximum values of the normalized heat flux q̇ for the
different configurations. Additionally, the according dynamic range δq̇ is given
in percent related to max{q̇r}.

label min{q̇Nr
} max{q̇Nr

} δq̇ [%]

Ng 0.6052 1.0 39.48

Nm 0.9377 0.9998 6.21

Np 0.9358 0.9992 6.34

3.2.4 Heating capability

To complement the evaluation of the respiration efficiency of the nasal cavities
the temperature increase of the flow, which is a function of the residence time
of the fluid in the nasal cavity, is discussed next. That is, the heating capability
is determined by considering the temperature increase δT/T∞ from the nostril
to the pharynx. Ideally, the flow through the nasal cavity is heated up to al-
most body temperature Tb = 309.15 K or in other words the non-dimensional
δT̃ takes a value of δT̃b = 0.0546. Considering the heating capability shown
in Fig. 12b for the configurations Ng, Nm, and Np, the nasal cavity Nm has
the most efficient heating capability and increases the temperature almost up
to Tb. The heating capability of Ng is slightly smaller than that of Nm, and
clearly higher than that of Np. The lower temperature increase for Np is due
to the reduced surface area and the less intricate geometry of the cavity, which
prevents a pronounced mixing and as such reduces the residence time of the
fluid in the cavity.
Fig. 15 shows the non-dimensional heat flux distribution q̇ = κ · ∂T/∂n|x=0 at
the iso-thermal wall at distance x = 0, where κ is the thermal conductivity and
n is the wall normal. The temperature profile along this normal is represented
by a second-order polynomial. The temperature values are trilinearly interpo-
lated and separated by δx. Note that q̇ is normalized by the overall maximum
max{q̇r} of the configurations Gr. The heat flux range in Fig. 15 was chosen to
visualize differences between locally high q̇ values. For reference, Tab. 3 shows
the dynamic range in absolute values and in percent related to max{q̇r}. As
evidenced in Fig. 15a the distributions of the the heat flux for configuration
Ng is best as it smoothly increases from the nostrils to the pharynx. Especially
in the right nasal cavity, which features a low pressure loss as well as subsided
turbinates, q̇ continuously increases along the streamwise direction. Unlike on
the right side, q̇ is almost equally distributed between the turbinate channels
on the left side. The major heat flux occurs in the retral part of the turbinate
channels and the pharynx. As shown in Fig. 15b the heat flux distribution
in configuration Nm is dominated by local maxima in the retral part of the
turbinate channels while in the lower turbinate channel of the left nasal cavity
in the channel mixing zone of the right cavity, and in the pharynx region a
smooth distribution is determined. In contrast to configuration Ng the overall
q̇ distribution is however decreased. The low heat flux distribution of configu-
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ration Np in Fig. 15c emphasizes the low heating capability of this nasal cavity.

To summarize, the investigations revealed a removal of turbinates to lead
to a lower total drag such that less energy is necessary to inhale. However,
the heating capability is lower compared to the other configurations due to
the reduced surface area. The local wall-shear stress is highest in the poor
configuration resulting in an increased potential inflammation load. The sep-
tum deviation and the swollen turbinates in the medium configuration lead to
the highest averaged wall-shear stress. The heating capability is best for the
medium geometry although the surface area and the overall heat flux distri-
bution is smaller than that of the good configuration. However, the heating
capability is strongly dependent on the flow distribution and does not neces-
sarily correlate with the surface area and the heat flux distribution. The good
configuration possesses a slightly lower heating capability and the averaged
wall-shear stress distribution is lowest. These results are in good agreement
with the results from the rhinosinusitis disability index questionnaire filled out
by the patients and the evaluation by radiologists.
A comparison of the results to those obtained in Sec. 3.1 shows that the flow
fields are fundamentally different in model and anatomically correct nasal
cavities. Obviously, realistic airways obtained from CT data can become ar-
bitrarily complex preventing a meaningful comparison to the model case. A
juxtaposition to experiments as presented for model geometries is difficult
since the flow parameter cannot be easily accessed in-vivo without altering
the flow. Furthermore, the physics, that determines the respiratory capability,
heating capability, and the sensitivity to the formation of inflammatory re-
gions, is highly subject- and pathology-dependent. This leads to the necessity
to evaluate each clinical case individually.

4 Summary and outlook

The fluid mechanics of nose-like and real nasal cavities has been experimen-
tally and numerically analyzed by digital particle image velocimetry, a finite
volume, and a lattice-Boltzmann method. It has been the flow physics not the
numerical and experimental methods that has defined the core of the discus-
sion.
First, the steady flow through a nose-like model has been analyzed and jux-
taposed to experimental findings for in- and expiration. The comparison has
shown the numerical results to be in good agreement with the experimental
findings. Subsequently, the unsteady flow for the complete respiration cycle
has been analyzed and compared to steady state solutions for inspiration and
expiration. As a rule-of-thumb the flow in the nasal cavity can be assumed
steady for Strouhal numbers Sr . 0.8 and Reynolds numbers Re > 800.
Based on these results, the analysis of three anatomically correct in-silico nasal
cavity geometries has been performed for steady inspiratory flow at rest. The
results have been used to classify the nasal cavities from a fluid mechanics
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point of view. The classification is based on the evaluation of the pressure
loss, streamline considerations, wall-shear stress distribution, heating capabil-
ity, and heat flux distribution at the tissue surface. The results are in good
agreement with subjective evaluations of the patients and with the according
diagnoses of medical experts. They deliver detailed insight into the fundamen-
tal flow physics of respiration for individual patients and can be beneficial in
pre-surgical procedural planning.

The presented approaches have underlined that the algorithms have grown
mature and are ready for an integration into clinical tests. They allow highly
detailed computations of steady and unsteady in- and expiratory flows. In
this regard, the lattice-Boltzmann method has shown to be a cost-efficient
approach for such computations. In light of the increasing power of today’s
computer systems it is just a matter of years until such methods will be con-
sidered for clinical applications.
A major challenge will be given by increasing both the user-friendliness of
such approaches and their acceptance among medical doctors. As such, the
transition from a research code to a user-friendly software whose execution for
an individual pathological case can be commissioned by surgeons as well as
the automatic extraction of surgery-relevant data and suggestions still needs
to be tackled. Such a tool in conjunction with large-scale databases of patho-
logical cases will furthermore enable to extract surgery suggestions for new
pathological cases from known cases via datamining and artificial intelligence
algorithms. Also, the integration of shape-optimization algorithms will allow
to optimize the anatomical structure with respect to increased respiratory effi-
ciency by minimizing the pressure loss and wall-shear stress and by maximizing
the heating and moisturization capability.
There is still room for improvement from a modeling perspective. To improve
the similarity between realistic and simulated respiration, effects of nasal hair,
wall-bounded fluid transport, and tissue movement could be considered to be
included. Examples where fluid-structure interactions play a role are the nasal
valve effect, which causes a narrowing of the airway at inspiration, the move-
ment of the suppository and the soft palate when snoring, or even the airway
collapse in obstructive sleep apnea syndrome patients. Inclusion of these as-
pects on the one hand will increase the computational effort and on the other
hand, will enhance the solutions of the simulations. The model development
and numerical implementations are still an active field of research.
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15. I. Hörschler, W. Schröder, in Ercoftac Bulletin 68, ed. by A. van Steenhoven (2006)
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36. L. Engelhardt, M. Röhm, C. Mavoungou, K. Schindowski, A. Schafmeister, U. Simon,
Pharmaceutical Research (2016). DOI 10.1007/s11095-016-1875-7

37. D.C. Wilcox, Turbulence Modeling for CFD, 3rd edn. (DCW Industries, Inc., 2006)
38. H. Grotjans, F. Menter, in Computational Fluid Dynamics ’98, ECCOMAS, ed. by

K. Papailiou (John Wiley & Sons, 1998), pp. 1112–1117
39. K.Y. Chien, AIAA Journal 20(1), 33 (1982). DOI 10.2514/3.51043
40. J. Smagorinsky, Monthly Weather Review 91(3), 99 (1963). DOI 10.1175/1520-

0493(1963)091¡0099:GCEWTP¿2.3.CO;2
41. A. Lintermann, S. Schlimpert, J. Grimmen, C. Günther, M. Meinke, W. Schröder,
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